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CONTINUOUS DEPLOYMENT OF OTA UPDATES IN IOT SOLUTIONS

In this article, the challenges of applying continuous deployment in loT solutions are examined in the context
of OTA firmware updates. The traditional continuous deployment approach used in software development is
not directly suitable for loT environments due to limited device resources, unstable connectivity, and the need
for careful, staged rollouts. The article highlights that most OTA updates in IoT solutions are still managed
with manual intervention by humans (experts), which slows down the process and introduces risks related to
human mistakes.

To address these issues and apply continuous deployment approach to OTA updates in 10T, the article
proposes a solution based on adding to OTA deployment workflow the Data-Processing and Decision Making
unit, which automates all the routine work, putting an expert aside to only decide on the most critical decisions
and perform the most critical operations. This unit is responsible for making rollout decisions at every stage,
based on initial commands received from an expert, and data received from previous rollout iterations OTA
and Device Operability status reports. The proposed solution addresses challenges of applying continuous
deployment to loT, like deployment scale, latency in feedback loops, rollback complexity, and brings to the loT
domain the benefits of continuous deployment, like reduced costs, accelerated feedback loop, and improved
quality. The proposed solution is device-agnostic, presented as a high-level architecture diagram, and therefore
doesn t contain details on protocols to be used and ways of implementation.

The article also highlights directions for future research, including formalising the parameters used across
the deployment workflow, defining the rules and thresholds for rollout decisions, and validating the solution
through real-world testing or simulations. These steps are important to ensure the applicability of the approach
across different loT systems and to bring the concept from design to practical implementation.

Key words: Internet of Things, 10T, over the air update, OTA, firmware update, continuous deployment,
device management.

Formulation of the problem. The Internet of
Things (IoT) is a new technology that connects
electronic devices and sensors through the Internet
to make our lives easier. [oT uses smart devices and
the Internet to create solutions for different problems
in business, government, and public and private
sectors around the world. The increasing adoption
of IoT underscores the need for efficient software
management, as device functionalities must be
updated and improved over time.

One of the most critical aspects of maintaining loT
devices is ensuring that they receive timely and secure
software updates to provide security enhancements,
bug fixes, performance optimisations, and feature
extensions. Over-the-air (OTA) is the only practical
approach for providing updates to IoT devices due
to the large number of distributed devices, many of
which operate in remote or restricted environments,
often with no physical access to them.

Continuous deployment (CD) is one of the
commonly wused techniques for the delivery
of software updates, with code changes to an
application being released automatically into the
production environment. While CD is widely
used in cloud computing and web applications,
its application to IoT remains complex due to the
constraints of embedded systems and heterogeneous
network environments. Implementing continuous
deployment for OTA wupdates in IoT solutions
requires careful planning, robust security measures,
and an efficient rollout strategy.

This article examines the applicability of the
CD technique for OTA updates in loT networks.
The article explores key challenges associated
with CD in IoT, followed by a proposed solution
workflow diagram, aiming to resolve or minimise
the impact of those challenges. By integrating
Continuous  Deployment  with  IoT  update
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mechanisms, organisations can achieve greater
efficiency, enhanced security, and improved user
experiences in managing their connected devices.

Analysis of recent research and publications.
The Internet of Things (IoT) is an emerging
paradigm that enables the communication between
electronic devices and sensors through the Internet
in order to facilitate our lives. loT uses smart
devices and the internet to provide innovative
solutions to various challenges and issues related to
various business, governmental, and public/private
industries across the world [1, p. 1].

A great transformation can be observed in
our daily routine life along with the increasing
involvement of IoT devices and technology. One
such development of IoT is the concept of Smart
Home Systems (SHS) and appliances that consist
of internet-based devices, automation systems for
homes, and reliable energy management systems.
Besides, another important achievement of IoT
is Smart Health Sensing system (SHSS), which
incorporates small intelligent equipment and
devices to support the health of the human being.
IoT has brought up some new advancements to
make transportation more efficient, comfortable and
reliable. Intelligent sensors and drone devices are
now controlling the traffic at different signalised
intersections across major cities [1, p. 2].

IoT solutions are widely used across many
business sectors and public services to improve
efficiency and connectivity. Among all IoT
projects, the top 5 by market share occupy Smart
City (22%), Connected Industry (17%), Connected
Building (12%), Connected Car (11%) and Smart
Energy (10%) [2]. 10T projects are spread across the
world, with the Americas making up most of those
projects (45%), followed by Europe (35%), and
Asia (16%).

loT Projects Share by Markets

Smart City
Other combined 22.0%
28.0%

Connected Industry

Smart Energy 0%
10.0%

Connected Car
11.0%

Connected Building

Nowadays, IoT environments are characterised
by the presence of a large number of devices,
often massively deployed in an area of interest to
enable an IoT application. However, because of
device constraints (e.g, heterogeneity, resource
limitations, etc.), loT networks are experiencing
many challenges, among the most relevant of which
are the following [3, p. 39-42]:

Heterogeneity. The main objective of [oT is to
create a common way to abstract heterogeneous
devices and achieve the optimal exploitation of their
functionality.

Scalability. It is one of the most important
challenges of IoT, which means how to deal with
the sustainable growth of the Internet in an efficient
manner.

Security and privacy. Constant need of protecting
data and systems from external attacks and internal
misuse, while ensuring confidentiality, trust, and
personal data protection.

Routing. This raises the task of selecting the
best path between the source and the destination to
complete the communication process successfully.

Interoperability. This concept can be defined
as the ability to create systems or devices that
efficiently cooperate with each other.

Networking. Traffic and protocols that have a
significant impact on the behaviour of the network
require a reliable and stable network connection.

Given the complexity of the listed challenges,
efficient management of IoT networks becomes
critical. To address these issues, various loT network
management solutions have been developed,
offering tools for device monitoring, firmware and
configuration updates, data collection, and system
integration.

An overview of I[oT network management
frameworks, including Azure (from Microsoft), IBM

loT Projects Share by Geographical Regions

Americas

Europe
35.0%

Fig. 1. IoT Projects Shares by Markets and Geographical Regions
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[oT (from IBM), Artik Cloud (from SAMSUNG),
Mbed (from Arm), Google Cloud Platform
(from Google), AWS IoT (from Amazon), with
a summary of their capabilities to perform data
collection, device monitoring, network and device
configuration, and communication protocols, is
provided in Table 1 [4, p. 4165].

The firmware update mechanism is declared
as part of the Device Management and is included
in all of the listed IoT cloud platforms. A detailed
overview of AWS IoT Device Management solution

for automated deployment of updates to IoT devices
is provided in Fig. 2 [5].

In the provided flow, the AWS IoT Device
Management takes care of scheduling, retrying,
and reporting the status of remote operations, like
OTA update or device configuration. However, the
update process is designed from the perspective of
one device or small device fleets, and does not fully
address the challenges of large-scale deployments.
Issues like scalability to bigger device fleets,
consisting of heterogeneous devices with differences

Table 1
IoT cloud platforms and their features
IoT cloud Protocols Management Device Device Communication Resouf'ce
for data o . constrained
platform . protocol management | monitoring technologies .
collection devices
Azure
(Microsoft) MQTT LWM2M v v - v
IBM IoT
(IBM) MQTT, HTTP LWM2M v - - v
REST/
Artik Cloud HTTP,
(Samsung) websockets, LwWMzM v - - v
MQTT, CoAP
Mbed HTTP, BLE, Thread,
(Arm) HTTPS, LWM2M v - 6LowPAN, Wi-Fi, v
CoAP, MQTT LoRa

Google
Cloud
Platform MQTT - v v a v
(Google)
AWS IoT
(Amazon) MQTT - v v - v
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Fig. 2. AWS IoT Device Management Solution for IoT Devices Update
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in hardware, operating in different environments,
etc., remain on the customer side to implement.
This leaves a gap that needs to be addressed through
future research and the unification of the process of
large-scale deployment of OTA updates.

To address the identified gap in IoT, it is
important to explore software deployment
techniques, which have proven effectiveness in
non-IoT solutions, like Continuous Deployment.
Continuous deployment (often abbreviated to CD)
is a software development strategy where code
changes to an application are automatically released
into the production environment (Susnjara &
Smalley, 2024). Not to be confused with continuous
delivery, which shares the same acronym (CD), but
is a software development practice where developers
build software to release it into production at any
time [6].

Traditionally, when we talk about continuous
deployment, we think of deploying Web or Mobile
apps [7]. Moreover, continuous deployment is often
considered a must-have approach in software-based

QA TEST

solutions. A list of benefits of continuous
deployment that supports this statement is provided
in Table 2 [6].

Task statement. [oT solutions cannot be referred
to as software-based solutions in the way that is
described in a previous section. loT are embedded
systems with embedded software, which is usually
called firmware, so IoT are firmware-based
solutions. The classical continuous deployment
approach cannot be directly applied to IoT solutions
due to the limitations and unique challenges it faces:

All this makes continuous deployment a
desired but rather very challenging approach for
IoT solutions. The task of firmware update in
IoT solutions is still mostly done manually (or semi-
manually), with a human (expert) to initiate the
process and control it during its progress.

Taking into account the big scale of [oT networks
with thousands or even millions of end devices,
the deployment of OTA updates cannot be done
at once. Updates are deployed iteratively, starting
with a smaller pool of devices to get the update and

STAGE TEST

Automated

N . e P

Fig. 3. High-level flow of releasing updates with the continuous deployment approach

Table 2

Benefits of continuous deployment

Accelerated feedback

loop from users and stakeholders.

Continuous deployment accelerates the feedback loop by allowing developers to release
code changes frequently. This capability reduces the time that it takes to receive feedback

Faster time to market
users.

Continuous deployment helps deliver updates and software releases quickly. Once new
updates pass predefined tests, the system automatically pushes them to the software’s end

Better team

Continuous deployment frees up developers to focus more on writing code and
performing tests rather than on manual deployment procedures. It also supports team

before they reach production.

collaboration collaboration and communication by providing a single view across all applications and
environments.
Automated testing — the most critical dependency for continuous deployment — occurs
Improved quality at each stage of the deployment pipeline lifecycle. This capability improves the overall

quality of the deployment experience. For instance, automated testing can debug errors

Enhanced customer
experience

Automated testing allows development teams to quickly and consistently deploy new
features and improvements for enhanced customer experience.

Reduced costs

Automating the deployment eliminates bottlenecks and reduces manual tasks. This
process helps businesses save costs by reducing downtime.
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Table 3

Challenges of continuous deployment in IoT solutions

Connectivity issues .
connectivity.

IoT devices often operate in environments with unreliable or limited internet

Resource constraints

Many IoT devices have limited computational power, memory, and storage.

lI;z:)t;sncy in feedback Monitoring the effects of a deployment and gathering feedback from devices can be slow.

Rollback complexity Rolhng back a faulty updgte is more challenging for IoT devices due to potential device
inaccessibility or constraints.

Deployment Scale IoT ecosystems often involve thousands or millions of devices.

QA TEST

Automated i Manual

______________________________________________________________

STAGE TEST

Fig. 4. High-level flow of releasing updates in IoT solutions
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Fig. 5. Iterative deployment of OTA updates in IoT solutions

provide OTA and Device Operability status reports,
which confirm the update is safe, and deployment
can proceed to a larger pool of devices. A human
(an expert) is set at the center of decision making
for each iteration, with the tasks to launch the intial
iteration, analyse output results from status reports,
launch the next iteration if results satisfy criteria,
pause the deployment if results are not clear and
don’t allow to decide on the next step, or break the
deployment if results doesn’t match criteria cor
continuation.

The diagram of the iterative deployment of OTA
update in the IoT networks with a human (an expert)
at the centre is provided in the figure above.

Relying on an expert as the central decision-
maker introduces delays in OTA deployment, limits

scalability, and increases the risk of human error.
Automating the deployment with the continuous
deployment approach enables faster and more
reliable updates, with other benefits provided by CD.
Outline of the main material of the study. To
address the challenges of continuous deployment
of OTA updates in IoT solutions, it is proposed to
extend the iterative deployment flow by adding the
Data Processing and Decision-Making (DPDM)
unit, which makes all the decisions automatically.
Proposed concept puts DPDM into the center
of the iterative deployment process, instead of a
human (an expert), which still might be a part of
the flow but only as a provider of additional input
information (e.g., when to initiate update process, set
desired schedule, define device’s pool to target, etc.).
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Fig. 6. Iterative deployment of OTA updates in IoT solutions with CD approach

The new flow could be divided into four major
phases to explain the process of automated IoT
updates.

On Phase 1, the initiation of the deployment
of the OTA update happens. This could be done
either automatically by triggering from the autorun
service, or manually by a human (expert) to trigger
the process. A set of input parameters should be
passed to the DPDM unit to start the deployment,
like:

e Quality Assurance (QA) test report, to ensure
the update is stable, functional, and free of
critical bugs, preventing failures or disruptions
after deployment

e Stage test report, after verification of the new
firmware in a production-like environment,
ensuring it works correctly with real
configurations and systems;

e OTA and Device Operability status reports
generated during QA and Stage tests, provide
initial information about IoT device’s stability;
this is the first set of data that is being processed
by DPDM and taken into account while making
the decision to initiate deployment

e Other inputs from a human (an expert) also
might be provided, like:

o Date and time to initiate deployment — this
allows the start of deployment at the desired
time, satisfying Dbusiness needs, e.g.,
to complete by the announced date of update

o Schedule of the rollout — this allows to avoid
rollout stages execution during non-desired
time slots, e.g., during peak load of IoT
devices

o Pool of devices to target — this allows
deployment of updates to a certain desired

120 Tom 36 (75) N2 3 2025

pool, e.g., in a specific geographical region
or owned by a specific customer
o Priority criteria for picking up devices on
each rollout stage — this allows to prioritise
specific devices to be taken at first, e.g., from
the Beta pool or devices equally distributed
across regions
On Phase 2, rollout of the OTA update to an
initial pool (on the first iteration) and larger pools
(on each next iteration) happens. Based on input
data received on Phase 1, DPDM communicates
to the OTA service, sets exact parameters for the
rollout, and awaits results from the next phases.
Parameters passed by the DPDM to the OTA
service contain (but are not limited to) the following:

e Firmware version to be deployed — DPDM
passes the version number, binary files, or link
to files in the shared storage

e Pool of devices to be targeted — list of devices’
unique identifiers, e.g., MAC addresses or
Device Serial Numbers (DSN)

e Schedule, by which the rollout stage should be
executed, e.g., exact time to start, or time range
to execute

e Rollout severity — indicates whether to put this
rollout stage higher in the queue of previously
requested but not yet executed rollouts

e Other parameters might also be used, depending
on implementation

The mechanism of the OTA updates heavily
depends on many factors, like device type
(manufacturer, model), used operating system
(Linux, RTOS, bare metal software), communication
channels (WiFi, Cellular, LoRa etc.), protocol used
(MQTT, CoAP, HTTP etc.). In-depth reviews of
OTA mechanisms and their use-cases are provided
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Phases of iterative deployment of OTA updates in IoT solution with CD approach

Table 4
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in related articles [8, 9]. This part is not covered in
the article, as the proposed solution is considered
device-agnostic.

On Phase 3, the collection of OTA status
reports and Device Operability status reports
happens. Status reports provide feedback on device’s
current firmware version, health state, performance,
and connectivity.

The OTA status report contains (but is not limited
to) the following information:

e OTA success state — it indicates whether OTA
has been performed successfully or failed; if
failed at which stage

e OTA duration — how long it took for the
device to perform OTA; this value is important
especially for IoT devices which cannot operate
during ongoing OTA, so this indicates for how
long the device was out of regular operation

e OTA attempts device has spent on conducting
the OTA

e Reason for refusing OTA wupdate, e.g.,
low battery level, bad connection conditions,
low temperature, etc.

e Other important parameters, required for
monitoring in each specific business case, like
energy consumed, traffic consumed, program
flash occupation, etc.

The Device Operability status report content
heavily depends on the device types and business
cases they are used for. For instance, the IoT
security camera with the motion detection and video
streaming functionality in its Device Operability
status report contains (but is not limited to)
the following information:

e Motion detection rate — number of motion
events detected during a day; this is important
for understanding if a new firmware has
changed motion detection performance

e Video streaming quality — a set of metrics
indicating the quality of video, like resolution,
bitrate, video codec used for encoding, etc.

e Network losses during streaming — indicates the
quality of the network during streaming, like
video packet loss, failed video streams, etc.

e Energy consumption for video streaming —
indicates the power consumed for 1 min of
video streaming; this is important for battery-
powered cameras

e Online availability — indicates for how long the
device stayed online and has been in an offline
state

On Phase 4, Processing of the collected data
and making a decision on the initiation of the

122 Tom 36 (75) N2 3 2025

next iteration happens. To make a decision on
each subsequent rollout stage, DPDM retrieves data
collected on the previous stage from the database,
verifies it against a set of predefined criteria, and
makes a decision on the next stage. If the criteria are
not met or the results cannot be analysed by DPDM,
it may reiterate the rollout stage on a smaller pool or
request a human (expert) interaction.

Criteria that the results are verified against,
contain (but are not limited to) the following:

e Devices outage rate is within the acceptable
range — indicates the percentage of devices that
stopped operating after rollout

e OTA success rate is within the acceptable
range — indicates the percentage of devices that
conducted OTA update successfully, and within
an expected time range

e OTA metrics are within the desired range — data
collected from the OTA status reports, after
aggregation (e.g., to represent average value),
remains within the expected range, which
indicates OTA is conducted as expected

e Device Operability metrics are within the
desired range — data collected from the Device
Operability status reports from the updated
device, after aggregation (e.g,. to represent
average value), remains within the expected
range, which indicates devices operate as
expected

Discussion and Future Research. The proposed
integration of a Data Processing and Decision-
Making (DPDM) unit into the OTA wupdate
deployment workflow for IoT systems addresses
several key limitations of manual, expert-driven
deployment processes. By automating decision-
making based on predefined criteria and real-time
feedback from devices, the approach reduces human
error, improves scalability, and enables faster rollout
iterations. The continuous deployment approach
becomes applicable to the IoT solutions by putting
most of the work to the DPDM unit, but still
maintains flexibility by allowing expert inputs at
key stages such as deployment initiation and rollout
scheduling.

The proposed solution directly addresses the key
challenges associated with continuous deployment in
IoT environments, mitigating them or lowering their
impact.

The proposed solution was designed to be
platform-agnostic, with no reference to specific loT
device types, their operating systems, supported OTA
mechanisms, communication channels (e.g., Wi-Fi,
cellular, LoRa), or protocols used (e.g., MQTT,
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Table 5

Addressing challenges of continuous deployment in IoT solutions by proposed solution
based on DPDM

Connectivity issues
deployment

Mitigated through staged rollouts and DPDM-driven retries or pauses, allowing the
system to adapt to unreliable network conditions without compromising the entire

Resource constraints

Considered during the planning and configuration of rollout stages, enabling the DPDM
to avoid overloading limited devices by managing update timing and batch sizes

Latency in feedback Significantly reduced by automating data collection and analysis via the DPDM, enabling
loops quicker decision-making compared to human-centered evaluation
Handled by incorporating device health metrics and operational status checks before
Rollback complexity proceeding to wider rollouts, ensuring issues are detected early and contained within
smaller pools
Addressed by the iterative, data-driven rollout mechanism, which allows scalable
Deployment Scale orchestration of updates across thousands or millions of devices with minimal human
oversight and improved consistency
CoAP, HTTP). Also, the article provided should then be adapted to the specific characteristics
examples of the parameters exchanged throughout of this system, including its device types, OTA
the deployment workflow across its phases. mechanisms, and communication infrastructure.

One direction of future research would be to continue
investigating the platform-agnostic direction and
defining and formalising all parameters exchanged
throughout the deployment workflow. Identifying
these parameters, their data types, dependencies,
and relevance to various deployment scenarios will
be critical for improving interoperability, ensuring
consistency, and enabling cross-platform automation.

Another important direction of future research
is the definition and formalisation of the rules and
thresholds the DPDM uses to evaluate collected
data and make decisions on the next rollout stages.
Without well-defined rules, the decision-making
process risks becoming inconsistent, potentially
leading to slow deployments and unnecessary
rollbacks. Future research should focus on developing
a flexible rule engine capable of handling different
rules and thresholds, with both static and dynamic
criteria, and allowing adjustment for adapting to
different IoT solutions and business needs.

To validate the feasibility and performance of
the proposed solution, future research might also
include an approbation phase. This could begin
by selecting a real-world IoT solution, such as an
environmental sensor network of security cameras,
as a reference case. The proposed architecture

Furthermore, the solution can be tested through
simulation environments or a small-scale physical
IoT network, built using development boards and
test devices to mimic the large-scale network.
This approbation will provide valuable information
about the solution behaviour under real constraints,
help adjust thresholds and criteria, and ensure the
practical applicability of the proposed deployment
approach.

Conclusions. This article explores the application
of the Continuous Deployment (CD) approach to
the delivery of over-the-air (OTA) firmware updates
in Internet of Things (IoT) solutions. While CD
is widely used in cloud and web development, its
use in loT is limited by specific challenges such
as connectivity issues, resource constraints, and
deployment scale. The article proposes a new
solution based on an automated Data Processing and
Decision-Making (DPDM) unit that replaces manual
expert intervention in the OTA rollout process. The
proposed framework divides the update process into
four phases and provides a workflow for automating
update decisions based on real-time device data.
This approach improves update speed, scalability,
and reliability, and helps make CD a practical and
efficient method for managing IoT firmware updates.
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Yykos 0.0., Penbko [.B. BESIIEPEPBHE BITPOBAJKEHHS OTA-OHOBJIEHDB ¥ 10T
PIINEHHSAX

Y yin cmammi poszensoaromecs eukauku 3acmocy8ants 6esnepepsnoco enposadcerns (Continuous
Deployment) 6 loT-piwennsx y xommexcmi OTA-onosénenv npowwusku. Tpaoduyitinut nioxio CD, saxui
BUKOPUCHOBYEMBCSL Y PO3POOYL NPOSPAMHO20 3aDe3neuentst, He € 6e3n0CcePeOHbO NPUOAMHUM OJisL Cepedosud
loT uepes obmesiceni pecypcu npucmpois, HecmabiibHe 3 €OHAHHSL MA HEOOXIOHICMb 00ePeNCHO20 NOEeMANHO20
enposadacents. Y cmammi niokpeciioemvcs, wjo oinvwicmo OTA-onosnens 6 loT-cucmemax doci kepyromucs
BPVUHY eKCHEPMAaMU, W0 YNOBIIbHIOE NPOYeEC i CMEOPIOE PUSUKU, N0 A3AHI 3 TI0OCLKUM PaKMOPOM.

11]o6 nodonamu yi npobremu ma sacmocysamu nioxio CD 0o OTA-onosnens ¢ loT, y cmammi npononyemucs
piwenns, 3acnosane Ha 0oodasanni 00 npoyecy OTA-onosnenns moodyns Obpobru [Janux ma [puiinsmms
Piwens (Data-Processing and Decision Making, DPDM). I]eii mo0ynb asmomamusye 6cio pymuHiuy poooniy,
3ANUWLAIOYY eKChepmy aulle HAtueadciusiui piwennus ma kpumuyni 0ii. Mooyns nputimac piuieHus ujo0o
BNPOBAONCEHHS HA KONCHOMY emani, ONUparoyucs Ha no4amrosi KOMaHOU ekcnepma ma OaHi, OmpUMaHi 3
nonepeoxix imepayiti 6NPoBAVAHCEHH, BKAIOUHO 31 36imamu npo cmamyc OTA ma npayezoamuicms npucmpois.

3anpononosane piwennsa eupiutye HU3Ky npoonem, nog’azanux iz sacmocysanuam CD 6 loT, makux sk
macuma6b 6npoeadIICcet s, 3AMPUMKU Y 360POMHOMY 38 83KV, CKAAOHICMb 8i0KaAmy, I 0OHOYAC NPUHOCUIND
nepesazu CD y cgpepy loT — snudicenns gumpam, nputieuUOUeHHs YUKy 360POMHO20 36 3Ky ma Ni0GULYeHHs.
AKoCcmi. 3anponoHosane piulenHs He 3a1exXCums 8i0 Muny IpUCmpois, nooare y 8uenaoi apximekmypHoi cxemu
BUCOKO20 PIBHSL T He MICMUMb KOHKpemu3ayii w000 UKOPUCMAHUX NPOMOKOIE ma cnocodis peanizayii.

Takootc y cmammi OKpecieHo Hanpamu noodIbuux 00CioxHceHs, 30Kpema gopmanizayio napamempis, ujo
BUKOPUCIOBYIOMbCS 8 NPOYECT PO32OPMAHHS, BUSHAUEHHA NPABUIL I NOPO20BUX 3HAUEHb OJIAl NPULHAMMA PIUeHb
U000 8NPOBAONHCEHHS, A MAKONC BANIOAYII0 PIUEHHA WIIAXOM PeaibHO20 MeCMYy8aHHsA ab0 MOOeN08aHHs.
Li kpoku € sadicnusumu OisL anpodayii 3acmoco8y8annocmi nioxooy 6 piznux loT-cucmemax i 015 no0AILULO20
nepexooy 8id KoHyenyii 00 NPakKmuiHo2o NpoBaAONCEHHSL.

Knwuoei cnosa: Inmepnem peuei, loT, onosnennsa no nogimpro, OTA, onosnenns npouwiusKku, HenepepsHe
BNPOBAONCEHHS, YNPABIHHA NPUCHPOSAMU.
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